
INTRODUCTION
Blind signal separation (BSS), also known as blind source 
separation, is the separation of a set of source signals from a set 
of mixed signals, without the aid of information about the source 
signals or the mixing process. 
Example: Cocktail party problem 

Independent component analysis (ICA) is a signal processing 
method for separating a multivariate signal into additive 
subcomponents with the assumption that the subcomponents are 
non-Gaussian and are statistically independent. 
Specifically, ICA is the most commonly used method in brain 
imaging field for identifying the latent brain functional networks 
(BFN) based on fMRI data:

𝒀 𝑣 = 𝑨	𝑺 𝑣 + 𝒆 𝑣 .
How to extend ICA to complex group-level study?
• Single ICA + IC Matching
• Temporal-concatenation ICA (TC-GICA) 

Hierarchical ICA Framework
Assume we have K fMRI scans, i.e. 𝒀* 𝑣 , and covariates 𝒙*: 

Level 1:			𝒀* 𝑣 = 𝑨*𝑺* 𝑣 + 𝒆* 𝑣 ,

Level 2:   𝑺* 𝑣 = 𝒔. 𝑣 + 𝒃0 * 𝑣 + 𝜷2(*) 𝑣 𝒙* + 𝜺* 𝑣 .
• 𝒀* 𝑣 :	(T	x	1)	fMRI	time	series	at	location	v	for	scan	k;
• 𝑨*: (T x q) scan-specific temporal loading matrix;
• 𝑺* 𝑣 : (q x 1) scan-specific latent component at location v ;
• 𝒔. 𝑣 : (q x 1)  population-level spatial map at location v ;
• 𝒃0 * 𝑣 : (q x1) group-level random effects at location v ;
• 𝜷2(*) 𝑣 : (q x 1) covariate effects at location v .
Specifically, we set mixture of Gaussian prior on 𝒔. 𝑣 . With latent state 
variable 𝒛 𝑣 , we have 𝒔. 𝑣 = 𝝁𝒛(N) + 𝝍𝒛(N), 𝝍𝒛(N)~𝑁 0, 𝚺𝒛 N ,	where 𝒛 𝑣
represents which Gaussian component in MoG that voxel v belongs to.

Hc-ICA (special case for cross-sectional study)
Level 1:			𝒀T 𝑣 = 𝑨T𝑺T 𝑣 + 𝒆T 𝑣 ,

Level 2:   𝑺T 𝑣 = 𝒔. 𝑣 + 𝒃T 𝑣 + 𝜷 𝑣 𝒙T
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Current / Related Works
• Connectivity ICA for network-valued data analysis;
• Discrete ICA for discrete data analysis;
• Template-driven single scan ICA : a robust estimation;
• Multi-site ICA to account for batch effects

Observed fMRI data

ICA

BFNTemporal loading

…

Longitudinal ICA (special case for longitudinal study)

Level 1:			𝒀TU 𝑣 = 𝑨TU𝑺TU 𝑣 + 𝒆T 𝑣 																																		 Level 2:   𝑺TU 𝑣 = 𝒔. 𝑣 + 𝒃T 𝑣 + 𝛂j(𝑣) + 𝜷U 𝑣 𝒙U + 𝜺TU 𝑣 .

EM algorithm

Stochastic EM

Denote 𝑳(𝑣) to contain all latent variables except for
z(𝑣). Conditioned on z(𝑣), we can estimate the
conditional expectation of 𝑳 𝑣 ∶

where 𝑹 represents the set of all possible values of
z(𝑣), i.e. 𝑹 = {𝒛𝑟}1m^q .

Limitation:
This exact EM requires 𝒪(𝑚𝑞) for each voxel for
learn the latent structure of z 𝑣 , which increases
exponentially with the number of ICs.

We proposed a stochastic EM to adaptively learn the latent structure of z(𝑣) driven by the data to eliminate
the redundant steps in exact EM and reduce the computational complexity.

For example, map each IC element into a m dimensional decision space by:

The decision rule with 2 terms:  

where 1: background, 2: IC region, 0: uncertainty region, 𝜀 ∈ (0,1).

Approximate Inference Simulation Study
Table 1. Performance of L-ICA and TC-GICA

A) Type 1 Error Analysis

B) Power Analysis

Table 2. Performance of Stochastic EM

• Hypothesis testing on any linear combination of the 
covariate effects can be performed.

• Standard multiple testing methods can be applied to 
control family wise error rate or false discovery rate.

• L-ICA provides more accurate and 
robust estimation than TC-GICA. 

• L-ICA has better statistical power and 
smaller type 1 error than TC-GICA. 

• Proposed stochastic EM (vss-EM) is 
much more efficient than exact EM 
and common subspace EM. 

Figure 1. Performance of Approximate Inference

ADNI2 Study

Summary
1: General hierarchical ICA modeling framework with broad applications.

2: Highly efficient stochastic EM algorithm with space encoding. 

3: Approximate inference procedure for covariate effects. 

Figure 3. P-values on AD vs CN 

Figure 2. Group-level DMN based on LICA

ADNI2 is a longitudinal study aiming at 
examining changes in neuroimaging with the 
progression of mild cognitive impairment 
(MCI) and Alzheimer's Disease (AD).
• Longitudinal rs-fMRI images from 51 
subjects that were collected at screening, 1 
year and 2 year.
• Among 51 subjects, 16 were normal, 17 
had EMCI, 12 had LMCI and 6 were 
diagnosed with AD at baseline


